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A family of optimal locally recoverable codes

Itzhak Tamo,Member, IEEE, and Alexander Barg,Fellow, IEEE

Abstract—A code over a finite alphabet is called locally
recoverable (LRC) if every symbol in the encoding is a function of
a small number (at most r) other symbols. We present a family
of LRC codes that attain the maximum possible value of the
distance for a given locality parameter and code cardinality. The
codewords are obtained as evaluations of specially constructed
polynomials over a finite field, and reduce to a Reed-Solomon
code if the locality parameter r is set to be equal to the code
dimension. The size of the code alphabet for most parametersis
only slightly greater than the code length. The recovery procedure
is performed by polynomial interpolation over r points. We
also construct codes with several disjoint recovering setsfor
every symbol. This construction enables the system to conduct
several independent and simultaneous recovery processes of a
specific symbol by accessing different parts of the codeword.
This property enables high availability of frequently accessed
data (“hot data”).

Index Terms—Distributed storage, erasure recovery, evaluation
codes, hot data.

I. I NTRODUCTION

Distributed and cloud storage systems have reached such
a massive scale that recovery from several failures is now
part of regular operation of the system rather than a rare
exception. In addition, storage systems have to provide high
data availability to ensure high performance. In order to
address these requirements, redundancy and data encoding
must be introduced into the system. The simplest and most
widespread technique used for data recovery is replication,
under which several copies of each data fragment are writtento
distinct physical storage nodes. However, this solution entails
large storage overhead and has therefore become inadequate
for modern systems supporting the “Big Data” environment.
Therefore, more advanced coding techniques that provide
comparable resiliency against failures at the expense of a
significantly smaller storage overhead, are implemented. For
example, Facebook uses the(14, 10) Reed-Solomon code,
which requires only40% overhead compared to the200%
overhead associated with threefold replication.

Although today’s storage systems are resilient to several
concurrent node failures, in order to provide enough data
reliability, by far the most common scenario is a failure of
a single node. Hence, a storage system should be designed
to efficiently repair such scenarios. The repair efficiency of
a single node failure in the system can be quantified under
different metrics, where each metric is relevant for different
storage systems and applications. More precisely, a large body
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of existing work has considered the repair problem under three
metrics: i) the number of bits communicated in the network,
i.e., the repair-bandwidth [6], [22], [25], [27], [5], [18], ii), the
number of bits read, the disk-I/O [13], [27], and iii), repair
locality, i.e., the number of nodes that participate in the repair
process [9], [16], [19], [26], [24]. The fundamental limitsof
these metrics are yet to be fully understood. In this work, we
focus on the last of these metrics, namely the repair locality.

More formally, a Locally Recoverable Code (LRC code) of
lengthn is a code that produces ann-symbol codeword from
k information symbols and, forany symbol of the codeword,
there exist at mostr other symbols such that the value of
the symbol can be recovered from them. We refer to such a
code as an(n, k, r) LRC code. For LRC codes, if a symbol
is lost due to a node failure, its value can be recovered by
accessing the value of at mostr other symbols. For example, a
code of length2k in which each coordinate is repeated twice,
is an LRC code with localityr = 1. Generally the locality
parameter satisfies1 ≤ r ≤ k because the entire codeword
can be found by accessingk symbols other than the erased
symbol. Another example is given by(n, k) maximum distance
separable, or MDS codes. In this case the locality isr = k, and
not less than that, which is the largest possible value. Observe
that MDS codes can recover the largest possible number of
erased symbols among all(n, k) codes, but they are far from
optimal in terms of locality, i.e., for correcting a single symbol
erasure. Yet another simple example is provided by regular
LDPC codes withr + 1 nonzeros in every check equation,
meaning that any single symbol of the codeword is a linear
combination of some otherr symbols.

Codes that have good locality properties were initially
studied in [10], [11], although the second of these papers
considered a slightly different definition of locality, under
which a code is said to haveinformation locality r if the
value of any of its information symbols can be recovered
by accessing at mostr other codeword symbols. Codes with
information locality property were also studied in [9], [7]. A
natural question to ask is as follows: given an(n, k, r) LRC
code C , what is the best possible minimum distanced(C)?
A bound ond(C) as a function ofn, k and r was proved in
[9] by extending the arguments in the proof of the classical
Singleton bound on codes (see Theorem 2.1 below). Using
a probabilistic argument, [9] showed that this bound is tight
over a large enough finite field. Therefore, an(n, k, r) LRC
code that achieves the bound of [9] with equality is called
an optimal LRC code. The Singleton-type bound of [9] does
not take into account the cardinality of the code alphabetq.
Augmenting this result, a recent work [4] established a bound
on the distance of LRC codes that depends onq, sometimes
yielding better results. Another perspective of the limitsfor
LRC codes was addressed in [15] which showed that locality
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cannot be too small if the codes are required to attain capacity
of, say, the binary symmetric channel. We note that locality
enables one to recover from a single failure with onlyr reads
and thus offers a significant speedup in the most common
scenario.

There are two constructions of optimal LRC codes known in
the literature. Namely, [24] proposed a two-level construction
based on the well-known Gabidulin codes combined with a
single parity-check(r + 1, r) code. Another construction [26]
used two layers of MDS codes, a Reed-Solomon code and
a special(r + 1, r) MDS code. A common shortcoming of
these constructions relates to the size of the code alphabet
which in both papers is an exponential function of the code
length, complicating the implementation. The only known
constructions of optimal LRC codes over an alphabet of size
comparable to code’s length are for localityr = 1, k, and
recently paper [21] constructed such a code for a specific value
of the lengthn = ⌈ k

r ⌉(r + 1). In this paper we overcome
this shortcoming, presenting a natural generalization of the
Reed-Solomon construction which relies on the alphabet of
cardinality comparable to the code lengthn. Our construction
can also be viewed in the framework of codes constructed
using the Chinese Remainder Theorem; see Sect. V-B.

Recently [17] constructed LRC codes with several disjoint
repair alternatives using partial geometries. [23] presented a
new framework for designing distributed storage codes that
are efficient in data read and download required during repair,
and [12] presented codes that combine two metrics related to
storage, namely codes with local recovery that at the same
time seek to minimize the repair bandwidth during repair of
a failed node.

A related locality property, introduced in [3], [8], is called
maximally recoverable codes. Symbols in such codes can be
grouped into disjoint sets of sizer + 1 that form a simple
parity check code. Moreover, puncturing each codeword on
one coordinate from each group yields an MDS code. Hence
the value of each symbol in such codes can be recovered by
a simple parity check sum ofr other symbols.

Overview of the paper:The main construction of optimal
(n, k, r) LRC codes over the finite fieldFq, q ≥ n is presented
in Section III. There are several versions of the construction
that are discussed in detail, together with some examples of
short optimal LRC codes. We also observe that the encoding
can be made systematic, which may be beneficial in imple-
mentations. In Section IV we give two constructions of LRC
codes with multiple disjoint recovering sets for each symbol,
which enables simultaneous recovery from different portions
of the encoding. In Section V we discuss several extensions
of the main construction, in particular, pointing out that the
simplifying assumptions made earlier in the paper can be
removed with only small changes in the resulting codes.

Throughout the paper,C denotes a code over a finite field
Fq. The triple of parameters(n, k, r) refers to a code of length
n, cardinalityqk and localityr. The finite field is also denoted
by F if its cardinality is understood or does not matter. We
also use the notation[n] := {1, . . . , n}. A restrictionCI of the
codeC to a subset of coordinatesI ⊂ [n] is the code obtained

by removing from each vector the coordinates outsideI.

II. PRELIMINARIES ON LRC CODES

We say that a codeC ⊂ F
n
q has localityr if every symbol

of the codewordx ∈ C can be recovered from a subset
of r other symbols ofx (i.e., is a function of some other
r symbolsxi1 , xi2, . . . , xir). In other words, this means that,
given x ∈ C , i ∈ [n], there exists a subset of coordinates
Ii ⊂ [n]\i, |Ii| ≤ r such that the restriction ofC to the
coordinates inIi enables one to find the value ofxi. The subset
Ii is called arecovering setfor the symbolxi.

The formal definition is as follows. Givena ∈ Fq consider
the sets of codewords

C(i, a) = {x ∈ C : xi = a}, i ∈ [n].

The codeC is said to havelocality r if for every i ∈ [n] there
exists a subsetIi ⊂ [n]\i, |Ii| ≤ r such that the restrictions
of the setsC(i, a) to the coordinates inIi for different a are
disjoint:

CIi
(i, a) ∩ CIi

(i, a′) = ∅, a 6= a′.

The codeCIi∪{i} is called alocal codeof the codeC. In the
constructions of LRC codes presented in the literature the set
of coordinates of the(n, k, r) LRC code is usually partitioned
into (r+ 1, r) local MDS codes that define the recovering sets
of the symbols.

Two desirable features of codes are large minimum distance
and high rate. We begin with two bounds on these parameters
of an LRC code.

The proof of the following theorem is given in the appendix.
Theorem 2.1:Let C be an(n, k, r) LRC code of cardinality

qk over an alphabet of sizeq, then:
The rate ofC satisfies

k

n
≤ r

r + 1
. (1)

The minimum distance ofC satisfies

d ≤ n − k −
⌈

k

r

⌉

+ 2. (2)

A code that achieves the bound on the distance with equality
will be called anoptimal LRC code.
Remark:The bound on the distance is due to [9], [20], where
it appears with a different proof.

It is clear that in any code, each symbol has locality at most
k, so r always satisfies1 ≤ r ≤ k. Upon letting r = k, (2)
becomes the well-known Singleton bound,

d ≤ n − k + 1, (3)

so optimal LRC codes withr = k are precisely MDS codes,
e.g. the Reed-Solomon codes. On the other hand, ifr = 1, the
bound (2) becomes

d ≤ n − 2k + 2 = 2
(n

2
− k + 1

)

.

Replicating each symbol twice in an(n/2, k) MDS code, we
obtain an optimal LRC code with localityr = 1.
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III. C ODE CONSTRUCTION

In this section we construct optimal linear(n, k, r) LRC
codes over a finite field alphabet of sizeq, where q is a
prime power greater or equal ton. In the first version of the
construction we assume thatk is divisible byr (this restriction
will be removed later in this section). Throughout this section
we also assume thatn is divisible by r + 1 (this restriction
can also be lifted, see Sect. V-A).

A. General construction

We begin with a general method of constructing linear codes
with the locality property. Later we will show that some of
these codes have optimal minimum distance. The codes are
constructed as evaluations of polynomials, in line with many
other algebraic code constructions. Unlike the classical Reed-
Solomon codes, the new codes will be evaluated at a specially
chosen set of points of the fieldFq, q ≥ n. A key ingredient
of the construction is a polynomialg(x) ∈ Fq[x] that satisfies
the following conditions:

1) The degree ofg is r + 1,
2) There exists a partitionA = {A1, ..., A n

r+1
} of a set

A ⊆ Fq of sizen into sets of sizer + 1, such thatg is
constant on each setAi in the partition. Namely for all
i = 1, . . . , n/(r + 1), and anyα, β ∈ Ai,

g(α) = g(β).

A polynomial that satisfies these conditions will be called
good. The code construction presented below relies on the
existence of good polynomials.

Construction 1:((n, k, r) LRC codes) Let n ≤ q be the
target code length. LetA ⊂ Fq, |A| = n and let g(x) be
a good polynomial for the partitionA of the setA. To find
the codeword for a message vectora ∈ F

k
q write it as a =

(aij, i = 0, . . . , r − 1; j = 0, ..., k
r − 1). Define the encoding

polynomial

fa(x) =
r−1

∑
i=0

fi(x)xi, (4)

where

fi(x) =

k
r −1

∑
j=0

aijg(x)j, i = 0, ..., r − 1 (5)

(we call the fi’s the coefficient polynomials). The codeword
for a is found as the evaluation vector offa at all the points
of A. In other words, the(n, k, r) LRC codeC is defined as
the set ofn-dimensional vectors

C = {( fa(α), α ∈ A) : a ∈ F
k
q}. (6)

We call the elements of the setA locationsand the elements
of the vector( fa(α)) symbolsof the codeword.

The local recovery is accomplished as follows.

Recovery of the erased symbol: Suppose that the erased
symbol corresponds to the locationα ∈ Aj, whereAj is one
of the sets in the partitionA. Let (cβ, β ∈ Aj\α) denote the
remainingr symbols in the locations of the setAj. To find the

value cα = fa(α), find the unique polynomialδ(x) of degree
less thanr such thatδ(β) = cβ for all β ∈ Aj\α, i.e.,

δ(x) = ∑
β∈A j\α

cβ ∏
β′∈A j\{α,β}

x − β′

β − β′ (7)

and setcα = δ(α). We call δ(x) the decoding polynomial
for the symbolcα. Thus, to find one erased symbol, we need
to perform polynomial interpolation fromr known symbols
in its recovery set. This recovery procedure underlies all the
constructions in this paper.

In the next theorem we prove that the codes constructed
above are optimal with respect to the bound (2), and justify
the validity of the recovery procedure.

Theorem 3.1:The linear codeC defined in (6) has di-
mensionk and is an optimal(n, k, r) LRC code, namely its
minimum distance meets the bound (2) with equality.

Proof: Note that for i = 0, ..., r − 1; j = 0, ..., k
r − 1

the k polynomials g(x)jxi all are of distinct degrees, and
therefore are linearly independent overF. In other words, the
mappinga 7→ fa(x) is injective. By (4), (5) the degree of the
polynomial fa(x) is at most

( k

r
− 1

)

(r + 1) + r − 1 = k +
k

r
− 2 ≤ n − 2,

where the last inequality follows from (1). This means that
two distinct encoding polynomialsfa and fb give rise to two
distinct codevectors, so the dimension of the code isk. Since
the encoding is linear, the distance satisfies

d(C) ≥ n − max
fa,a∈F

k
q

deg( fa) = n − k − k

r
+ 2

which together with (2) completes the proof of distance
optimality.

Let us prove the locality property. LetAj be a member of the
partitionA and assume that the lost symbol of the codeword
equalscα = fa(α), whereα ∈ Aj is a field element. Define
the decoding polynomial

∂(x) =
r−1

∑
i=0

fi(α)xi, (8)

where thefi(x) are the coefficient polynomials (5). We will
show that∂(x) is the same polynomial asδ(x) defined in (7).
Each fi(x) is a linear combination of powers ofg, therefore
it is also constant on the setAj, i.e., for anyβ ∈ Aj and any
coefficient polynomialfi, i = 1, . . . , r − 1

fi(β) = fi(α). (9)

Hence by (8) and (9), for anyβ in Aj

∂(β) =
r−1

∑
i=0

fi(α)βi =
r−1

∑
i=0

fi(β)βi = fa(β).

In other words, the values of the encoding polynomialfa(x)
and the decoding polynomial∂(x) on the locations ofAj

coincide. Since∂(x) is of degree at mostr − 1, it can be
interpolated from ther symbolscβ, β ∈ Aj\α, cf. Eq. (7).
Once∂(x) is computed, we find the lost symbol as∂(α). To
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conclude, the lost symbolcα can be recovered by accessingr
other symbols of the codeword.

As a consequence of this proof, we note that the polynomial
δ(x) satisfies the conditionδ(α) = fa(α) for all α ∈ Aj, i.e.,
it is determined by the indexj of the recovering setAj. In
other words, the decoding polynomialδ(x) is the same for
any two symbolsα1, α2 ∈ Aj.

Example 1: In this example we construct an optimal(n =
9, k = 4, r = 2) LRC code over the fieldFq. Since we need9
distinct evaluation points of the field, we must chooseq ≥ 9.
We define the codeC over F13.

The difficulty of using Construction 1 is in constructing a
good polynomialg of degreer + 1 = 3 that is constant on3
disjoint sets of size3. In this example we offer little motivation
in constructingg(x) but later we will give a systematic way
of constructing them.

Let the partitionA be as follows:

A = {A1 = {1, 3, 9}, A2 = {2, 6, 5}, A3 = {4, 12, 10}},

and note that the polynomialg(x) = x3 is constant on the sets
Ai. Let a = (a0,0, a0,1, a1,0, a1,1) be the information vector of
lengthk = 4 overF13 and define the encoding polynomial by
(4), (5)

fa(x) = (a0,0 + a0,1g(x)) + x(a1,0 + a1,1g(x))

= (a0,0 + a0,1x3) + x(a1,0 + a1,1x3)

= a0,0 + a1,0x + a0,1x3 + a1,1x4.

The codewordc that corresponds toa is found as the evaluation
of the polynomialfa at all the points of the sets of the partition
A: c = ( fa(α), α ∈ ∪3

i=1Ai). Sincedeg fa ≤ 4, the minimum
distance is at least5, and sod = 5 by (2). For instance, assume
that a = (1, 1, 1, 1), then the codeword is found to be

( fa(1), fa(3), fa(9), fa(2), fa(6), fa(5), fa(4), fa(12), fa(10))

= (4, 8, 7, 1, 11, 2, 0, 0, 0).

Suppose that the valuefa(1) is erased. By our construction,
it can be recovered by accessing 2 other codeword symbols,
namely, the symbols at locations corresponding to 3 and 9.
Using (7) we findδ(x) = 2x + 2 and computeδ(1) = 4,
which is the required value.

Remarks:
1) Construction 1 is a direct extension of the classical

Reed-Solomoncodes in that both are evaluations of
some polynomials defined by the message vector. Our
construction also reduces to Reed-Solomon codes ifr is
taken to bek. Note that if r = k then each coefficient
polynomial (5) is a constant, and therefore the code
construction does not require a good polynomial. For the
same reason, the setA for RS codes can be an arbitrary
subset ofFq, while the locality condition forr < k
imposes a restriction on the choice of the locations.

2) Note that if the coordinates of the vectora are indexed
as a = (a0, ..., ak−1) then the encoding polynomial in
(4) can be also written as

fa(x) =
k+ k

r −2

∑
m=0

m 6=r mod(r+1)

amg(x)⌊
m

r+1 ⌋xm mod(r+1). (10)

To see this, put in (5)am = ai+j(r+1), i = 0, . . . , r −
1; j = 0, . . . , k

r − 1, and observe that⌊ k+ k
r −2

r+1 ⌋ =
k
r − 1, and that there arek/r − 1 numbers in the set
{0, 1, . . . , k + (k/r)− 2} equal tor modulor + 1.

3) In Construction 1 we assumed thatr dividesk; however,
this constraint can be easily lifted. Indeed, suppose that
r does not dividek and define the coefficient polynomial
fi in (5) as follows:

fi(x) =
s(k,r,i)

∑
j=0

aijg(x)j, i = 0, 1, . . . , r − 1,

where

s(k, r, i) =

{

⌊ k
r ⌋ i < k modr

⌊ k
r ⌋ − 1 i ≥ k modr.

It is easy to see that ther coefficient polynomials
are defined by thek information symbols, and the
resulting encoding polynomialfa has degree at most
k + ⌈k/r⌉ − 2. The remaining parts of the construction
are unchanged.

B. Constructing optimal LRC codes using algebraic structure
of the field

The main component of Construction 1 is finding a good
polynomialg(x) together with the corresponding partition of
the subsetA of the field. In this section we show how to
constructg(x) using the multiplicative and additive groups of
Fq.

The multiplicative groupF∗
q is cyclic, and the additive group

F
+
q is isomorphic to a direct product ofl copies of the additive

group Z
+
p , whereq = pl and p is the characteristic of the

field. The following obvious proposition constructs a good
polynomial from any subgroup ofF∗

q or F
+
q .

Proposition 3.2:Let H be a subgroup ofF∗
q or F

+
q . The

annihilator polynomial of the subgroup

g(x) = ∏
h∈H

(x − h) (11)

is constant on each coset ofH.
Proof: Assume thatH is a multiplicative subgroup and

let a, ah be two elements of the cosetaH, whereh ∈ H, then

g(ah) = ∏
h∈H

(ah − h) =h
|H|

∏
h∈H

(a − hh
−1

)

= ∏
h∈H

(a − h)

=g(a).

The proof for additive subgroups is completely analogous.
Remark:If H is a multiplicative subgroup ofF∗

q , theng(x)

in (11) can be written asg(x) = x|H| − 1. Equivalently, we
can takeg(x) = x|H|.

Thus annihilators of subgroups form a class of good polyno-
mials that can be used to construct optimal codes. The partition
A is a union of cosets ofH, so the code lengthn can be any
multiple of r + 1 satisfyingn ≤ q − 1 (or n ≤ q in the case
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of the additive group). Since the size of the subgroup divides
the size of the group we get thatq mod (r + 1) is 1 (or 0).

The parameters of LRC codes constructed using subgroups
are naturally restricted by the possible size of the subgroups.
Note that Example 1 is constructed using the multiplicative
subgroupH = {1, 3, 9} of the field F13, and the annihilator
is g(x) = x3 − 1. In the example we used another good
polynomial,g(x) = x3.

Example 2: In this example we construct an optimal
(12, 6, 3) LRC code with minimum distanced = 6 over F13.
Note that5 is an (r + 1) = 4-th root of unity modulo 13,
therefore the polynomialg(x) = x4 is constant on the cosets
of the cyclic groupH = {1, 5, 12, 8} generated by5. Note
that the polynomialg constructed in Proposition 3.2 is in fact
g(x) = x4 − 1, while we use the polynomialg(x) = x4.
Since the polynomials1, x4 − 1 span the same subspace as
the polynomials1, x4, the resulting codes are equivalent.

The groupH gives rise to the partition ofF∗
13

A =
{

A1 = {1, 5, 12, 8},

A2 = {2, 10, 11, 3}, A3 = {4, 7, 9, 6}
}

.

For the information vector(a0, a1, a2, a4, a5, a6) define the
encoding polynomial (10)

fa(x) =
6

∑
i=0
i 6=3

aix
i = f0(x) + f1(x)x + f2(x)x2

with coefficient polynomials equal to

f0(x) = a0 + a4x4, f1(x) = a1 + a5x4, f2(x) = a2 + a6x4.

The corresponding codeword is obtained by evaluatingfa(x)
for all the pointsx ∈ F

∗
13.

Example 3: In this example we construct an optimal LRC
code using the additive group of the field. Letα be a primitive
element of the fieldF24 and take the additive subgroupH =
{x + yα : x, y ∈ F2}. The polynomialg(x) in (11) equals

g(x) = x(x + 1)(x + α)(x + α + 1)

= x4 + (α2 + α + 1)x2 + (α2 + α)x.

We will construct an optimal(12, 6, 3) LRC code with dis-
tanced = 6. For i = 0, 1, 2 define the coefficient polynomials

fi(x) = ai,0 + ai,1g(x),

using the information vectora = (ai,j) and i = 0, 1, 2, j =
0, 1. The subgroupH is of order4, hence in order to have12
evaluation points, we choose any3 cosets ofH out of its 4
cosets, and evaluate the encoding polynomial

fa(x) = f2(x)x2 + f1(x)x + f0(x)

at the elements of these cosets. Theorem 3.1 implies that the
resulting code has the claimed properties. Comparing this code
with a (12, 6) MDS code, we note that both codes can be
defined overF24 , however by reducing the minimum distance
from 7 to 6 we managed to reduce the locality by a factor of
two, from 6 to 3.

The additive and the multiplicative structures of the field
can be combined into a more general method of constructing
good polynomials. For two subsetsH, G ⊂ Fq, we say thatH
is closed under multiplication byG, if multiplying elements
of H by elements ofG does not take the result outsideH,
i.e., if {hg : h ∈ H, g ∈ G} ⊆ H.

Theorem 3.3:Let l, s, m be integers such thatl divides s,
pl modm = 1, andp is a prime. LetH be an additive subgroup
of the fieldFps that is closed under the multiplication by the
field Fpl , and letα1, ..., αm be them-th degree roots of unity
in Fps . Then for anyb ∈ Fps the polynomial

g(x) =
m

∏
i=1

∏
h∈H

(x + h + αi) (12)

is constant on the union of cosets ofH, ∪1≤i≤mH + bαi, and
the size of this union satisfies

| ∪1≤i≤m H + bαi| =
{

|H| if b ∈ H

m|H| if b /∈ H.

Proof: Let h ∈ H and leth+ bαj be an arbitrary element,
then

g(h + bαj) =
m

∏
i=1

∏
h∈H

(h + bαj + h + αi)

=
m

∏
i=1

∏
h∈H

(bαj + h + αi)

= α
−m|H|
j

m

∏
i=1

∏
h∈H

(b + hα−1
j + αiα

−1
j )

=
m

∏
i=1

∏
h∈H

(b + hα−1
j + αi)

=
m

∏
i=1

∏
h∈H

(b + h + αi)

= g(b),

where we have made changes of the variables and used the
assumption thatH is closed under multiplication by anym-th
degree root of unity, since it is closed multiplication byFpl .
For the last part regarding the size of the union of the cosets,
consider two distinctm-th roots of unityαi, αj, then

H + bαi = H + bαj ⇔ b(αi − αj) ∈ H ⇔ b ∈ H,

where the last step follows sinceαi − αj is a nonzero element
of Fpl and H closed under multiplication by the elements of
Fpl .

Remarks:
1) In order to construct a good polynomial using Theorem

3.3, one needs to find an additive subgroupH of Fps that
is closed under multiplication byFpl . Note that since
l divides s, the field Fps can be viewed as a vector
space of dimensions/l over the fieldFpl . Therefore
any subspaceH of dimension1 ≤ t ≤ s/l is in fact an
additive subgroup of the fieldFps that is closed under
multiplication byFpl , and is of size|H| = (pl)t = ptl.

2) Since the degree of the polynomialg(x) in (12) ism|H|,
it is clear that it takes distinct values on different sets
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of the form U = ∪iH + bαi. In other words,g(x)
partitionsFps into (ps − |H|)/m|H| sets of sizem|H|
and one set of size|H|, according to the values taken on
the elements of the field. Hence, over the field of size
ps, one can construct an optimal LRC code of length
n ≤ ps such thatm|H| dividesn.

Assume that one wants to construct an LRC code over a
field of a specific characteristicp, e.g., p = 2, then Theorem
3.3 gives a flexible method of constructing good polynomials
for a large set of parameters. More specifically, letm be an
integer not divisible byp, and let l be the smallest integer
such thatplmodm = 1 (note that l ≤ φ(m), where φ(·)
is Euler’s totient function). Then is it possible to construct a
good polynomial that is constant on sets of sizempt for any
integert which is a multiple ofl.

Example 4:Suppose thatp = 7 and the code parameters
are (n = 28, r = 13). To construct an optimal LRC code we
need to construct a polynomialg(x) that is constant on two
disjoint sets of sizer + 1 = 14 over some extension ofF7.
Write 14 = 2 · 7 thenm = 2, l = 1, moreover, using Theorem
3.3 one can construct the desired good polynomial over the
field F72 . More precisely, following Remark (2) above, the
polynomial g(x) partitions the field of size49 into 3 sets of
size 14 and one set of size7. Hence in order to construct a
code of lengthn = 28 one can choose any two out of the
three sets of size14. Note that the dimension of the code can
take any valuek ≤ nr/(r + 1) = 26.

Let us summarize the constructions of good polynomials
depending on the value of the parameters. Suppose that
we would like to construct a good polynomial over a field
extension ofFp that is constant on disjoint subsets of points
of size mpt, wherem and p are coprime, then

1) If t = 0, one can use multiplicative subgroups of some
field extensionFpl that satisfiespl modm = 1;

2) If t > 0 andm = 1, one can rely on additive subgroups;
3) If t, m > 1 andt is a multiple ofl, wherel is the smallest

integer such thatpl modm = 1, the construction is ac-
complished by combining the additive and multiplicative
structures of the field as in Theorem 3.3.

There is one case where we are not able to construct
good polynomials. For example, using the technique discussed
above it is not possible to construct a code with localityr = 5
over any extension of the fieldF2. This follows since the
size of the set isr + 1 = 5 + 1 = 3 · 2, hencem = 3 and
l = 2 is the smallest integer such that2l mod3 = 1, however
t = 1 is not a multiple ofl = 2. On the other hand, a simple
counting argument shows that good polynomials exist also for
this unresolved case if the fieldFq is large enough.

Proposition 3.4:Let Fq be the finite field of sizeq. There
exists a good polynomial of degreer + 1 that is constant on
at least⌈( q

r+1)/qr⌉ sets of sizer + 1.

Proof: Consider the setMq,r = { f ∈ Fq[x] : f =

∏
r+1
i=1 (x − αi)}, whereαi, i = 1, . . . , r + 1 vary over all( q

r+1)
possible choices of subsets of the field of sizer + 1. In other
words,Mq,r is the set of all monic polynomials of degreer+ 1
in Fq[x] that also haver + 1 distinct zeros inFq. We say
that two polynomialsf (x) = xr+1 + ∑

r
i=0 aix

i, g(x) ∈ Mq,r,

are equivalent if they differ by a constant. Clearly this is an
equivalence relation onMq,r, and the number of equivalence
classes is at mostqr according to the number of choices of
r-tuples of the coefficientsa1, . . . , ar. Hence there exists an
equivalence class of size at least⌈( q

r+1)/qr⌉. Let f be a
representative of this class, and note that it is constant on
the set of zeros of any other polynomialg from this class. We
conclude thatf is a good polynomial that is constant on sets
of size r + 1, and the number of sets is at least⌈( q

r+1)/qr⌉.

When q is large enough, e.g.,q > n(r + 1)r, the quantity
⌈( q

r+1)/qr⌉ exceedsn/(r + 1) which is the desired number
of sets for the construction. For instance, takingq = 211, we
observe that there exists a polynomialg ∈ Fq[x] of degree
r + 1 = 6 that is constant on at least3 disjoint sets of size

6. Indeed, we find that
(211

6 )

(211)5 ≈ 2.82. Using Construction 1
and the polynomialg, we can construct an optimal LRC code
over Fq of length n = 18, locality r = 5 and any dimension
k ≤ 15.

C. A general view of the LRC code family

In this section we study the mapping from the set of
polynomials of the form (4) toF

n, generalizing the code
construction presented above.

Let A ⊂ F, and letA be a partition ofA into m setsAi.
Consider the set of polynomialsFA[x] of degree less than|A|
that are constant on the blocks of the partition:

FA[x] = { f ∈ F[x] :

f is constant onAi, i = 1, . . . , m; deg f < |A|}. (13)

The annihilator of A is the smallest-degree monic polyno-
mial h such thath(a) = 0 if a ∈ A, i.e.,h(x) = ∏a∈A(x− a).
Observe that the setFA[x] with the usual addition and
multiplication moduloh(x) becomes a commutative algebra
with identity. Since the polynomialsFA[x] are constant on
the sets ofA, we write f (Ai) to refer to the value of the
polynomial f on the setAi ∈ A. We will also use a short
notation for multiplication of polynomials, writingf g instead
of f g modh.

The next proposition lists some properties of the algebra.
Proposition 3.5: 1) Let f ∈ FA[x] be a nonconstant

polynomial, thenmaxi |Ai| ≤ deg( f ) < |A|;
2) The dimensiondim(FA[x]) = m, and them polyno-

mials f1, ..., fm that satisfyfi(Aj) = δi,j anddeg( fi) <
|A|, form a basis (hereδi,j is the Kronecker delta).
Explicitly,

fi(x) = ∑
a∈Ai

∏
b∈A\a

x − b

a − b
. (14)

3) Let α1, ..., αm be distinct nonzero elements ofF, and
let g be the polynomial of degreedeg(g) < |A| that
satisfiesg(Ai) = αi for all i = 1, ..., m, i.e.,

g(x) =
m

∑
i=1

αi ∑
a∈Ai

∏
b∈A\a

x − b

a − b
.
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Then the polynomials1, g, ..., gm−1 form a basis of
FA[x].

4) There existm integers0 = d0 < d1 < ... < dm−1 <

|A| such that the degree of each polynomial inFA[x]
is di for somei.

Proof:
(1) For a polynomialf ∈ FA[x], and a setAi ∈ A, the

polynomial f (x) − f (Ai) has at least|Ai| zeros inF, and
thereforedeg( f ) ≥ |Ai|.

(2) Them polynomials f1, ..., fm defined in (14) are clearly
linearly independent since if for someλi’s in the field,

m

∑
i=1

λi fi(x) = 0,

then for anyj = 1, ..., m

m

∑
i=1

λi fi(Aj) =
m

∑
i=1

λiδi,j = λj = 0.

By definition, the polynomialsf1, . . . , fm spanFA[x].

(3) Because of part (2) it is sufficient to show that the
polynomials1, g, ..., gm−1 are linearly independent. Assume
that for someβ j’s in F,

m

∑
j=1

β jg
j−1(x) = 0. (15)

Define them×m matrix V = (vi,j) wherevi,j = (gj−1(Ai)).
From (15) we conclude thatV · (β1, ..., βm)T = 0, however
V is a Vandermonde matrix defined bym distinct nonzero
elements of the field, therefore it is invertible, andβi = 0 for
all i.

(4) Let f0, ..., fm−1 be a basis for the algebraFA[x]. W.l.o.g.
we can assume that the degrees of the polynomials are all
distinct, since if this is not the case, one can easily find
such basis by using linear operations on thefi’s. For this,
consider anm × |A| matrix whose rows are formed by the
coefficient vectors of the polynomialsfi. The rows of the
reduced row-echelon form of this matrix correspond to a basis
of polynomials of distinct degrees. Letdi = deg( fi), and
assume thatd0 < d1 < ... < dm−1. Since the constant
polynomials are contained in the algebra,d0 = 0, and the
result follows.

Next we consider a special case of an algebra generated by
a setA of sizen, assuming that the partition satisfies|Ai| =
r + 1 for all i.

Corollary 3.6: Assume thatd1 = r+ 1, namely there exists
a polynomialg in FA[x] of degreer + 1, thendi = i(r + 1)
for all i = 0, ..., m − 1, and the polynomials1, g, ..., gm−1

defined in Proposition 3.5 part (3), form a basis forFA[x].
Proof: If there exists such a polynomialg, then clearly

it takes distinct values on distinct sets of the partitionA.
Otherwise for some constantc ∈ F, the polynomialg − c
has at least2(r + 1) roots, and is of degreer + 1, which is a
contradiction. Hence, by Proposition 3.5, part (3) the powers
of g form a basis of the algebra, and the result follows.

Note that the algebraFA[x] in Construction 1 contains a
good polynomial of degreer+ 1, satisfying the assumptions of

Corollary 3.6, and thereforeFA[x] is generated by the powers
of this polynomial.

Next let us use the properties of the algebra of polynomials
defined by the partitionA to construct(n, k, r) LRC codes.

Construction 2:Let A ⊂ F, |A| = n and let A be a
partition of the setA into m = n

r+1 sets of sizer + 1. Let Φ

be an injective mapping fromFk to the space of polynomials

F r
A = ⊕r−1

i=0 FA[x]x
i.

(Note that F r
A is indeed a direct sum of the spaces, so

dim(F r
A) = mr. Therefore such an injective mapping exists

iff k ≤ mr = nr/(r + 1)).
The mappingΦ sends the set of messagesF

k to a set of
encoding polynomials. We construct a code by evaluating the
polynomials f ∈ Φ(Fk) at the points ofA. If Φ is a linear
mapping, then the resulting code is also linear.
This construction relies on an arbitrary mappingΦ : F

k →
F r
A. It forms a generalization of Construction 1 which used a

particular linear mapping for the same purpose.
Below we write fa(x) := Φ(a).
Theorem 3.7:Construction 2 gives an(n, k, r) LRC code

with minimum distanced satisfying

d ≥ n − max
a,b∈Fk

deg( fa − fb) ≥ n − max
a∈Fk

deg( fa). (16)

Proof: To prove local recoverability, we basically repeat
the proof of Theorem 3.1. For a given message vectora let

fa(x) =
r−1

∑
i=0

fi(x)xi, (17)

where the coefficient polynomialsfi(x) satisfy fi ∈ FA[x].
Choosej ∈ {1. . . . , m} and suppose that the symbol to be
recovered is fa(α), where α ∈ Aj. Define the decoding
polynomial

δ(x) =
r−1

∑
i=0

fi(α)xi (18)

and note thatδ(α) = fa(α) on account of (17), (18). Since
fi belongs toFA[x], for any β in Aj we havefa(β) = δ(β).
Moreover, sinceδ(x) is of degree at mostr − 1, it can be
interpolated by accessing ther values of fa(β) = δ(β) for β
in Aj\α. We conclude that the value of the lost symbolfa(α)
can be found by accessing the remainingr symbols in the
block Aj.

It remains to prove (16). Let( fa(α))α∈A, ( fb(α))α∈A be
two codewords constructed from distinct message vectorsa
and b. SinceΦ is injective anddeg( fa − fb) < n, the code
vectors that correspond tofa and fb are distinct. Then (16) is
immediate.

D. Systematic encoding of LRC codes

In implementations it is preferable to have a systematic form
of LRC codes in order to easily retrieve the stored information.
We note that all the constructions described above can be
modified to yield systematic codes with no loss in the code
distance, by modifying the encoding polynomials (4), (17).
In particular Construction 1 can be modified to give optimal
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LRC codes in a systematic form. Such a modification is briefly
described in this section.

Let A = {A1, ..., Am}, m = n/(r+ 1) be a partition of the
set A ⊆ F of sizen into sets of sizer + 1. For i = 1, ..., k/r
let Bi = {βi,1, ..., βi,r} be some subset ofAi of sizer. In our
systematic encoding the message symbols will be written in
the coordinates with locations in the setsBi.

Recall that the algebraFA[x] has a basis of polynomialsfi

that satisfy fi(Aj) = δi,j for i, j = 1, ..., m (14). For each set
Bi definer polynomialsφi,j, j = 1, ..., r of degree less thanr
such that

φi,j(βi,l) = δj,l .

These polynomials can be easily found using Lagrange’s
interpolation. Fork information symbolsa = (ai,j), i =
1, . . . , k/r; j = 1, . . . , r define the encoding polynomial

fa(x) =
k/r

∑
i=1

fi(x)
( r

∑
j=1

ai,jφi,j(x)
)

. (19)

The encoding of the messagea is defined by computing the
vector ( fa(α), α ∈ A), see (6). It is easily verified thatfa ∈
F r
A, so each symbol has localityr. Furthermore, by definition

we have

fa(βi,j) = ai,j, i = 1, . . . , k/r; j = 1, . . . , r,

so the code is indeed systematic.
Although (19) gives a systematic(n, k, r) LRC code, opti-

mality of the minimum distance is generally not guaranteed.
This follows since the best bound on the degree of the
encoding polynomialfa(x) is deg( fa) < n. If the algebra
FA[x] is generated by the powers of a good polynomialg
(see Proposition 3.5, part (3)) then it is possible to construct
an optimal systematic LRC code. Indeed, one has to replace
each polynomialfi in (19) with the polynomialfi that is a
linear combination of the polynomials1, g, ..., g(k/r)−1 and
satisfiesfi(Aj) = δi,j for all j = 1, . . . , k/r. This is possible
since the matrixV = (gj−1(Ai)) is a Vandermonde matrix
and thus invertible. Clearly the degree of eachfi is at most
((k/r)− 1)(r + 1). Therefore the degree offa(x) is at most
k + (k/r)− 2, and optimality of the distance follows.

IV. LRC CODES WITH MULTIPLE RECOVERING SETS

In this section we extend the original local recoverability
problem in one more direction, requiring each symbol to have
more than one recovering set ofr symbols. Having in mind
the applied nature of the problem, we will assume that the
different recovering sets for the given symbol are disjoint.
Indeed, in distributed storage applications there are subsets
of the data that are accessed more often than the remaining
contents (they are termed “hot data”). In the case that such
segments are accessed simultaneously by many users of the
system, the disjointness property ensures that multiple read
requests can be satisfied concurrently and with no delays.

Let us give a formal definition. LetF be a finite field.
A code C ⊂ F

n is said to belocally recoverable witht
recovering sets(an LRC(t) code) if for everyi ∈ {1, . . . , n}
there exist disjoint subsetsAi,j ⊂ [n]\i, j = 1, . . . , t of size

r1, . . . , rt respectively, such that for any codewordx ∈ C ,
the value of the symbolxi is a function of each of the
subsets of symbols{xl , l ∈ Ai,j}, j = 1, . . . , t. We write
(n, k, {r1, . . . , rt}) LRC code to refer to an LRC(t) code of
dimensionk, length n, and t disjoint recovering sets of size
ri, i = 1, . . . , t.

We will present two methods of constructing LRC codes
with multiple recovering sets, both relying on the construction
of the previous section. The first method relies on the combi-
natorial concept of orthogonal partitions, extending the basic
construction to multiple recovering sets. The second method
uses the construction of product codes and graph codes to
combine several LRC codes into a longer multiple recovering
code. For simplicity of presentation we will restrict ourselves
to codes with two recovering sets, although both constructions
clearly apply for any number of recovering sets.

A. Algebraic LRC codes with multiple recovering sets

In this section we present a construction of LRC codes with
multiple disjoint recovering sets that develops the methodof
Sect. III. As in the case for single recovering set, the construc-
tion will utilize the additive and multiplicative structure of the
field.

Let A ⊆ F, |A| = n and let A (respectively,A′) be a
partition of A into disjoint sets of sizer + 1 (resp.,(s + 1)).
Define two subspaces of polynomials

F r
A = ⊕r−1

i=0 FA[x]x
i and F s

A′ = ⊕s−1
i=0 FA′ [x]xi, (20)

where the notationFA[x] is defined in (13). Clearly

dim(F r
A) = r

n

r + 1
, dim(F s

A′) = s
n

s + 1
.

For an integerm let Pm be the space of polynomials of degree
less thanm, and define

Vm = F r
A ∩F s

A′ ∩ Pm (21)

to be the space of polynomials of degree less thanm that also
belong toF r

A andF s
A′ .

Construction 3:Let A,A1,A2 be as above. Assume that
dim(F r

A ∩ F s
A′) ≥ k and letm be the smallest integer such

thatdim(Vm) = k. Let Φ : F
k → Vm be an injective mapping.

For simplicity we assume that this mapping is linear, i.e., there
exists a polynomial basisg0, ..., gk−1 of Vm such that

Φ(a) =
k−1

∑
i=0

aigi(x).

Denote by fa(x) = Φ(a) the encoding polynomial for the
vector a. Construct the code as the image ofF

k under the
evaluation map similarly to (6).

Call partitionsA1 andA2 orthogonalif

|X ∩ Y| ≤ 1 for all X ∈ A1, Y ∈ A2.

If the partitionsA1 andA2 are orthogonal, then every symbol
of the code constructed above has twodisjoint recovering sets
of size r and s, respectively.
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Theorem 4.1:Assume that the partitions in Construction 3
are orthogonal. Then this construction gives an(n, k, {r, s})
LRC codeC with distance at leastn − m + 1.

Proof: The claim about the distance is obvious from the
construction (it applies even if the mappingΦ is nonlinear).
The local recoverability claim is proved as follows. Since the
encoding polynomialfa is in F r

A, there existr polynomials
f0, ..., fr−1 in FA[x] such that

fa(x) =
r−1

∑
i=0

fi(x)xi.

Now we can refer to Theorem 3.7. Using the arguments in
its proof, every symbol of the codeword can be recovered by
accessing ther symbols from the block of the partitionA that
contains it, as well as by accessing thes symbols from the
corresponding block of the partitionA′. The result follows.

In the following example we will construct an LRC(2) code
using Construction 3 and two orthogonal partitions.

Example 5:Let F = F13, A = F\{0}, and letA and
A′ be the orthogonal partitions defined by the cosets of the
multiplicative cyclic groups generated by5 and3, respectively.
We have

A = {{1, 5, 12, 8}, {2, 10, 11, 3}, {4, 7, 9, 6}}
A′ = {{1, 3, 9}, {2, 6, 5}, {4, 12, 10}, {7, 8, 11}}.

(22)

Since |A| = 3, by Proposition 3.5,dim(FA[x]) = 3, and
similarly, dim(FA′ [x]) = 4. It is easy to check that

FA[x] = 〈1, x4, x8〉, FA′ [x] = 〈1, x3, x6, x9〉.
Moreover by (20)

F r
A ∩ F s

A′ = 〈1, x, x2, x4, x5, x6, x8, x9, x10〉
∩ 〈1, x, x3, x4, x6, x7, x9, x10〉

= 〈1, x, x4, x6, x9, x10〉. (23)

Let m = 7, then

Vm = 〈1, x, x4, x6〉. (24)

We will construct a(12, 4, {2, 3}) LRC code with dis-
tance d ≥ 6. By Construction 3 and (24), for a vector
a = (a0, a1, a2, a3) ∈ F

4 the encoding polynomial is

fa(x) = a0 + a1x + a2x4 + a3x6.

This polynomial can be written as

fa(x) =
2

∑
i=0

fi(x)xi,

where f0(x) = a0 + a2x4, f1(x) = a1, f2(x) = a3x4,

and eachfi ∈ FA[x]. The same polynomial can also be written
as

fa(x) =
1

∑
i=0

gi(x)xi

whereg0(x) = a0 + a3x6, g1(x) = a1 + a2x3,

and g0, g1 ∈ FA′ [x].

Assume that one would like to recover the value of the
codeword symbolfa(1). This can be done in two ways as
follows:

(1) Use the set in the partitionA that contains1, i.e.,
{1, 5, 12, 8}, find the polynomialδ(x) of degree at most2
such thatδ(5) = fa(5), δ(12) = fa(12) and δ(8) = fa(8).
The symbolfa(1) is found asfa(1) = δ(1);

or
(2) Use the set{1, 3, 9} ∈ A′, which also contains 1, find

the polynomialδ1(x) of degree at most1 such thatδ1(3) =
fa(3), δ1(9) = fa(9). The symbolfa(1) is found asfa(1) =
δ1(1).

Finally, sincedeg fa ≤ 6 for all a ∈ Fk, we immediately
observe thatd(C) ≥ 6.

As observed above, orthogonality of the partitions is a
desirable property in the context of simultaneous data recovery
by different users. In (22) we constructed orthogonal partitions
using cosets of two distinct subgroups of the fieldF. Of
course, not every pair of subgroups has this property. It is
easy to identify a necessary and sufficient condition for the
subgroups to generate orthogonal partitions.

Proposition 4.2:Let H and G be two subgroups of some
group, then the coset partitionsH andG defined byH andG
respectively are orthogonal iff the subgroups intersect trivially,
namely

H ∩ G = 1.

If the groupX is cyclic, then it is equivalent to requiring that
gcd(|H|, |G|) = 1.

Proof: Two distinct elementsx, y in the group are in the
same cosets in the partitionsH and G iff Hx = Hy and
Gx = Gy, which is equivalent toxy−1 ∈ H ∩ G andxy−1 6=
1, and the first part follows. Now assume that the group is
cyclic (e.g. the multiplicative group of a finite field), and let
h = |H| andg = |G|. Elementsx, y belong to the same coset
in the partitionsH and G iff the elementxy−1 is both an
h-th and g-th root of unity. This happens if and only if the
order ord(xy−1) divides bothh and g, or equivalently that
ord(xy−1)| gcd(h, g). Sincex 6= y, the orderord(xy−1) >
1, hencegcd(h, g) 6= 1, which proves the second part.

In the context of finite fields we can use both the multiplica-
tive group (as in the above example) and the additive group
of the field to construct LRC(t) code.

Example 6: In applications it is often useful to have codes
over a field of characteristic2, e.g., over the fieldF16. We
have F

+
16

∼= F
+
4 × F

+
4 , and the two copies ofF+

4 in F16

intersect only by the zero element, hence by Proposition 4.2
they generate two orthogonal partitions. Using Construction 3,
one can construct an LRC code of length16 with two disjoint
recovering sets for each symbol, each of size3. The dimension
of the code can be any integerk ≤ 8.

Since the additive group of the field is a direct product
of smaller groups, it is easy to find subgroups that intersect
trivially, giving rise to orthogonal partitions ofFq. These
partitions can be used to construct LRC(2) codes with disjoint
recovering sets, as in the previous example.

At the same time, constructing LRC(2) codes from a
multiplicative subgroup ofFq, q = pl requires one extra
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condition, namely, thatq − 1 is not a power of a prime. In
this case, we can find two subgroups ofF

∗
q of coprime orders,

which give rise to orthogonal partitions ofF
∗
q .

Proposition 4.3:Let Fq be a finite field such that theq − 1
is not a power of a prime. Letr, s > 1, gcd(r, s) = 1 be two
factors ofq− 1. Then there exists an LRC(2) codeC of length
q − 1 over Fq such that every code symbol has two disjoint
recovering sets of sizesr − 1 and s − 1. The codeC can be
constructed using Construction 3 based on the subgroups of
F
∗
q of ordersr and s.

One sufficient condition for the existence of subgroups of
coprime orders in the multiplicative group ofFpl is thatl itself
is not a power of a prime. Indeed, letl = ab, wherea ≤ b
and a does not divideb. In this case both(pa − 1)|(pl − 1)
and(pb − 1)|(pl − 1). Thenpl − 1 is not a power of a prime,
because otherwise(pa − 1)|(pb − 1), i.e., a|b.

Example 7:Using Construction 3 and the previous observa-
tion, one can construct an LRC(2) code of length26 − 1 = 63,
in which every symbol has two disjoint recovering sets of
size 2 and 6, respectively. This is done using the orthogonal
partitions derived from the subgroups of size3 and7.

LRC codes with multiple disjoint recovering sets are likely
to have large minimum distance since each erased symbol can
be recovered in several ways, so the code is resilient against
many erasures. In the following statement we quantify this
argument by establishing a lower bound on the distance in
terms of the number of recovering sets for each symbol. The
next theorem applies to any class of LRC(t) codes such that
the recovering sets for the symbols formt mutually orthogonal
partitions.

Theorem 4.4:Let C be an LRC(t) code of lengthn, and
suppose that the recovering sets are given by mutually orthog-
onal partitionsA1, ...,At of [n]. Let m be the smallest positive
integer that satisfies

t f (m) ≤
(

m

2

)

, (25)

where

f (m) =

{

m
2 , m even
m+3

2 , m odd.

Then the distance ofC is at leastm.
The proof relies on the following lemma.

Lemma 4.5:Let A1, ...,At be t mutually orthogonal parti-
tions of a finite setA, and letm be defined in (25). Then for
any B ⊂ A, |B| < m there exists a subsetC in some partition
Ai, i = 1, . . . , t such that

|B ∩ C| = 1.

Proof: By definition of m, for any integers < m

t f (s) >

(

s

2

)

. (26)

Assume toward a contradiction that the statement is false, then
for every i = 1, . . . , t and any elementx ∈ B, there exists
y ∈ B such thatx, y belong to the same set in the partition
Ai. For a partitionAi define the graphGi with the elements of

B as its vertices, and draw an edge betweenx and y iff they
are in the same set in the partitionAi. By the assumption,
the degree of every vertex ofGi is at least one. Ifs = |B|
is even then there are at leasts/2 edges inGi. If s is odd,
thenGi contains at least one triangle, and so there are at least
(s − 3)/2 + 3 = (s + 3)/2 edges in it. Notice that since the
partitions are mutually orthogonal, there are no edges thatare
contained in more than one graphGi. Therefore

t f (s) ≤
t

∑
i=1

|E(Gi)| = | ∪t
i=1 E(Gi)| ≤

(

s

2

)

,

which is a contradiction to (26).
Proof of Theorem 4.4:In order to prove thatd(C) ≥ m we

will show that anym − 1 erased symbols in the codeword can
be recovered. LetB be the set ofm − 1 erased coordinates.
By Lemma 4.5 there exists a setC in some partitionAi such
that B ∩ C = {i1}, wherei1 ∈ [n] is some coordinate. Since
no other coordinates in the setC are erased, this permits us
to recover the value of the symbol in the coordinatei1 by
accessing the symbols in the setC\{i1}. This reduces the
count of erasures by 1, leaving us with the set of erasures
of cardinalitym − 2. Lemma 4.5 applies to it, enabling us to
correct one more erasure, and so on.

Let us show that Theorem 4.4 can sometimes provide a
better bound on the minimum distance compared to the degree
estimate.

Example 8:Consider an(n = 12, k = 6, {r1 = 2, r2 = 3})
LRC codeC overF13 obtained using Construction 3, the par-
titions in (22), and the corresponding algebrasFA[x], FA′ [x].
Using (25) in Theorem 4.4 we find that the distance ofC is
at least4.

By (23) the set{1, x, x4, x6, x9, x10} forms a basis of the
space of encoding polynomials. Given a message vectora =
(a0, a1, a4, a6, a9, a10) ∈ F

6, write the encoding polynomial as

fa(x) = a0 + a1x + a4x4 + a6x6 + a9x9 + a10x10.

To find the codeword, evaluate the polynomial at all nonzero
elements of the fieldF13.

Assume that the valuefa(2) is erased and needs to be
recovered. This can be done in two ways:

(1) Write the encoding polynomial as follows

fa(x) = (a0 + a4x4) + x(a1 + a9x8) + x2(a6x4 + a10x8)

= g0 + g1(x)x + g2(x)x2,

whereg0 = a0 + a4x4, g1(x) = a1 + a9x8, g2(x) = a6x4 +
a10x8, and gi ∈ FA[x], i = 1, 2, 3. The symbol fa(2) can be
found from the values offa(10), fa(11), fa(3).

(2) Write the encoding polynomial as follows

fa(x) = (a0 + a6x6 + a9x9) + x(a1 + a4x3 + a10x9)

= f0(x) + x f1(x),

where f0(x) = a0 + a6x6 + a9x9 and f1(x) = a1 + a4x3 +
a10x9, and f0, f1 ∈ FA′ [x]. The symbol fa(2) can be found
from the values offa(5), fa(6).
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Since the polynomialfa in this example can be of degree
10, bounding the codeword weight by the degree would only
give the estimated(C) ≥ 2.

Remark:As discussed above, an obvious solution to the
multi-recovery problem is given by repeating each symbol of
the data several times. An advantage of this is high availability
of data: Namely, a read request of a data fragment located on
an unavailable or overloaded (hot) node can be easily satisfied
by accessing the other replicas of the data. The LRC(2) code
C constructed in the above example can be a good candidate to
replace the repetition code, with almost no extra cost. Indeed,
both the (12, 6) LRC(2) code C and the(18, 6) three-fold
repetition code encode6 information symbols, however the
encodingC entails a100% overhead compared to a200%
overhead in the case of repetition. The codeC is resilient to
any 3 erasures while the repetition code can fail to recover
the data if all the 3 copies of the same fragment are lost. At
the same time, the codeC uses subsets of sizes2 and 3 to
calculate the value of the symbol while the repetition code
in the same situation uses two subsets of size 1. Thus, the
reduction of the overhead is attained at the expense of a small
amount of added computation.

In the final part of this section we derive a bound on the
distance of the constructed codes confining ourselves to the
basic case of the(n, k, {r, r}) code. This is accomplished by
estimating the dimension of the subspaceVm defined in (21)
and then using Theorem 4.1.

Lemma 4.6:Let A be a set of sizen, and assume thatA
and A′ are two orthogonal partitions ofA into subsets of
size r + 1. Suppose that there exist polynomialsg and g′ of
degreer + 1 that are constant on the blocks ofA and A′,
respectively. Then the dimension of the spaceVm (21) is at
leastm(r − 1)/(r + 1).

Proof: Recall the space of polynomialsF r
A defined in

(20). Lett = n/(r+ 1) and note that the basis of this subspace
is given by the polynomialsgix j, i = 0, ..., t− 1, j = 0, ..., r−
1. Next we argue that

Pm = (F r
A ∩ Pm)⊕ Span

{

x j(r+1)−1, j = 1, . . . ,
⌊ m

r + 1

⌋}

,

so
m = dim(F r

A ∩ Pm) +
⌊ m

r + 1

⌋

.

Thus, for any integerm,

dim(F r
A ∩Pm) ≥

mr

r + 1

and the same bound holds ifA on the previous line is replaced
with A′. Then we obtain

dim(Pm) = m

≥ dim((F r
A ∩Pm) + (F r

A′ ∩ Pm))

≥ mr

r + 1
+

mr

r + 1
− dim(F r

A ∩ F r
A′ ∩ Pm)

(cf. (21)). Solving for the dimension of the subspaceF r
A ∩

F r
A′ ∩ Pm = Vm, we obtain the claimed estimate.
Now suppose we have an(n, k, {r, r}) LRC code designed

using Construction 3. Choosingm = ⌈ k(r+1)
r−1 ⌉ we observe that

the dimension ofVm is at leastk. Therefore, from Theorem
4.1 the distance of the code satisfies the inequality

d ≥ n −
(⌈ k(r + 1)

r − 1

⌉

− 1
)

= n − k −
⌈ 2k

r − 1

⌉

+ 1. (27)

Remark:While the paper was in review, a new bound on
codes with multiple recovering sets was proved in [28]. Using
this result, we obtain the following inequalities for the distance
d of an (n, k, {r, r}) code:

n− k−
⌈ 2k

r − 1

⌉

+ 1 ≤ d ≤ n− k−
⌊ k − 1

r

⌋

−
⌊ k − 1

r2

⌋

+ 1.

B. LRC Product Codes

Given a set oft LRC codes, one can construct an LRC(t)
code by taking a product of the corresponding linear sub-
spaces. Again for simplicity we confine ourselves to the case
of t = 2.

Construction 4:We construct an(n, k, {r1, r2}) LRC code
with n = n1n2, k = k1k2 by combining two LRC codes with
the parameters(ni, ki, ri), i = 1, 2 obtained by Construction
2. Suppose that the codesC1 and C2 are linear, and were
constructed using linear injective mappingsΦi and evaluating
setsAi ∈ F, i = 1, 2. Define the linear mapping

Φ = Φ1 ⊗ Φ2 : F
k1k2 → ⊕r1−1

i=0 FA1
[x]xi ⊗⊕r2−1

j=0 FA2
[y]yj,

which is the tensor product of the mappingsΦi. Define the
encoding polynomial fora ∈ F

k1k2 to be

fa(x, y) = Φ(a).

The code is the image ofFk under the evaluation map applied
on the set of pairsA1 × A2.
The following simple proposition summarizes the properties
of this construction.

Proposition 4.7:Let Ci ⊂ F
ni be an(ni, ki, ri) LRC code

with minimum distancedi, i = 1, 2. Construction 4 yields
an LRC(2) code with the parameters(n = n1n2, k =
k1k2, {r1, r2}) and distanced = d1d2 .

Proof: Denote byAi = ⊔j≥1A
(i)
j the partitions of the

evaluation sets used in constructing the codesCi, i = 1, 2
(refer to Construction 2). Leta ∈ F

k and let the corresponding
encoding polynomial befa(x, y). Suppose that, for some point
(x0, y0) ∈ A1 × A2 we would like to compute in two ways
the value of fa(x0, y0) by accessingr1 and r2 symbols, re-
spectively. Observe that the univariate polynomialfa(x, y0) is
contained in⊕r1−1

i=0 FA1
[x]xi, and thereforefa(x0, y0) can be

found from the symbols in the set{ fa(α, y0), α ∈ A
(1)
m \x0},

where A
(1)
m ∈ A1 is the set that containsx0. Similarly

fa(x0, y0) can be recovered using the polynomialfa(x0, y)

and the symbols in the set{ fa(x0, β), β ∈ A
(2)
l \y0}, where

A
(2)
l ∈ A2 is the set that containsy0. Hence, the symbol

fa(x0, y0) has two disjoint recovering sets of sizer1, r2, and
the result follows.

For instance, taking two optimal component LRC codesC1

and C2 with the parameters(ni, ki, r), i = 1, 2 we find the
distance of their product to satisfy

d =
(

n1 − k1 −
⌈ k1

r

⌉

+ 2
)(

n2 − k2 −
⌈ k2

r

⌉

+ 2
)

(28)
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Example 9:Let us construct an(81, 16, {2, 2}) LRC code
C ⊗ C , whereC is the optimal(9, 4, 2) LRC code constructed
in Example 1. The encoding polynomial ofC for a vector
a ∈ (F13)

4 is

fa(x) = a0 + a1x + a2x3 + a3x4.

Define the vector(b0, b1, b2, b3) = (0, 1, 3, 4) and note that
fa can be written asfa(x) = ∑

3
i=0 aix

bi . For a vectora ∈
(F13)

16, a = (ai,j), i, j = 0, ..., 3 the encoding polynomial of
the product codeC ⊗ C is

fa(x, y) =
3

∑
i,j=0

ai,jx
bi ybj .

The codeword that corresponds to the messagea is obtained
by evaluating fa at the points of A × A, where A =
{1, 3, 9, 2, 6, 5, 4, 12, 10}.

Assume that the symbolfa(1, 2) is erased and needs to be
recovered. We can do it in two ways:

(1) Find the polynomialδ(x), deg δ(x) ≤ 1 such that
δ(3) = fa(3, 2), δ(9) = fa(9, 2), and computefa(1, 2) =
δ(1), or

(2) Find the polynomialδ1(y), deg δ1(y) ≤ 1 such that
δ1(6) = fa(1, 6), δ1(5) = fa(1, 5), and computef (1, 2) =
δ1(2).

We remark that product codes can be also viewed as codes
on complete bipartite graphs. Replacing the complete graph
with a general bi-regular graph, we obtain general bipartite
graph codes. A bipartite graph code is a linear code in which
the coordinates of the codeword are labeled by the edges of
the graph, and a vector is a codeword if and only if the
edges incident to every vertex satisfy a given set of linear
constraints. For instance, if this set is the same for every
vertex (and the graph is regular), we obtain a graph code in
which the local constraints are given by some fixed codeC0

of length equal to the degree∆ of the graph. Having in mind
our goal of constructing LRC codes, we should takeC0 to be
a single erasure-correcting code of length∆. This will give
us a code with two recovering sets for every symbol, given
by the vertices at both ends of the corresponding edge. The
advantage of this construction over product codes is that the
length ∆ of the component code can be small compared to
the overall code lengthn. We will confine ourselves to these
brief remarks, referring the reader to the literature (e.g., [2])
for more details on bipartite graph codes including estimates
of their parameters.

Comparing the two methods:The most fundamental param-
eter of an erasure-correcting code is the minimum distance.
To compare the two constructions, suppose that the desired
parameters of the LRC(2) code are(n, k, {r, r}) LRC codes
and use the expressions (27) and (28). For simplicity, let us
compare the constructions in terms of the rateR = k/n and
the normalized distanceθ = d/n. Then for Construction 3 we
obtain

θ ≥ 1 − R
r + 1

r − 1
+O(1/n)

while for the product construction (Construction 4) we obtain
(28)

θ =
(

1 − R1
r + 1

r
+ O(1/n)

)(

1 − R2
r + 1

r
+ O(1/n)

)

Putting R1 = R2 =
√

R gives the largest value on the right,
and we obtain

θ =
(

1 −
√

R
r + 1

r
+O(1/n)

)2

We observe that Construction 3 gives codes with higher
minimum distance than the product of two optimal codes if
the target code rate satisfies

R ≤
(2r(r − 1)

2r2 − 1

)2
=

(

1 − 1

r

)2(

1 +
1

2r2
+ O

( 1

r4

))2

≈
(

1 − 1

r

)2

(e.g., forr = 4 the condition becomesR ≤ 0.599).
At the same time, the product construction provides more

flexibility in constructing LRC codes with multiple recovering
sets because it gives multiple disjoint recovering sets by de-
sign. On the other hand, Construction 3 requires constructing
several mutually orthogonal partitions with their corresponding
good polynomials, which in many cases can be difficult to
accomplish. Moreover, the product construction requires the
field of size about

√
n, outperforming Construction 3 which

relies on the field of size aboutn, wheren is the code length.
Concluding, each of the two constructions proposed has its
advantages and disadvantages, and therefore is likely to be
more suitable than the other one in certain applications.

V. GENERALIZATIONS OF THEMAIN CONSTRUCTION

In this section we return to the problem of LRC codes
with a single recovering set for each symbol, generalizing
the constructions of Section III in several different ways.We
begin with constructing an LRC code for arbitrary code length,
removing the assumption thatn is a multiple of r + 1. We
continue with a general method of constructing LRC codes
with recovering sets of arbitrary given size, further extending
the results of Section III. One more extension that we consider
deals with constructing optimal LRC codes in which each
symbol is contained in a local code with large minimum
distance.

A. Arbitrary code length

The constructions of Section III require the assumption that
n is a multiple of r + 1. To make the construction more
flexible, let us modify the definition of the codes so that
this constraint is relaxed. While the minimum distance of the
codes presented below does not always meet the Singleton-
type bound (2), we will show that for the case of linear codes it
is at most one less than the maximum possible value. The only
assumption that will be needed is thatn mod (r + 1) 6= 1.

As before, forM ⊂ F denote byhM(x) = ∏
α∈M

(x − α)

the annihilator polynomial of the setM. In the following
construction we assume thatn is not a multiple ofr + 1.
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For simplicity we also assume thatr divides k although this
constraint can be easily lifted at the expense of a somewhat
more complicated notation.

Construction 5:Let F be a finite field, and letA ⊂ F

be a subset such that|A| = n, n mod(r + 1) = s 6= 1. Let
m = ⌈ n

r+1⌉ and letA = {A1, . . . , Am} be a partition ofA
such that|Ai| = r + 1, 1 ≤ i ≤ m − 1 and1 < |Am| = s <

r + 1. Let Φi : F
k/r → FA[x], i = 0, . . . , r − 1 be injective

mappings. Moreover, assume thatΦs−1 is a mapping to the
subspace of polynomials ofFA[x] that vanishes on the set
Am, i.e., the range ofΦs−1 is the space{ f ∈ FA[x] : f (α) =
0 for any α ∈ Am}.

Given the input information vectora = (a0, ..., ar−1) ∈
F

k, where eachai is a vector of dimensionk/r, define the
encoding polynomial as follows:

fa(x) =
s−1

∑
i=0

Φi(ai)xi +
r−1

∑
i=s

Φi(ai)xi−shAm(x)

=
s−1

∑
i=0

fi(x)xi +
r−1

∑
i=s

fi(x)xi−shAm(x), (29)

whereΦi(ai) = fi(x) ∈ FA[x]. Finally, define the code as
the image of the evaluation mapping similarly to (6).

Theorem 5.1:Construction 5 defines an(n, k, r) LRC code.

Proof: Any symbol fa(α) for α in one of the sets
A1,...,Am−1 can be locally recovered using the same decoding
procedure as in Construction 2. This follows since the encod-
ing polynomial fa(x) belongs to the space⊕r−1

i=0 FA[x]xi, and
therefore this symbol can be recovered by accessingr symbols.
The only special case is recovering symbols in the setAm. By
definition of Φs−1 and (29), the restriction of the encoding
polynomial fa(x) to the setAm is a polynomial of degree at
mosts− 2. Hence in order to recover the value offa(α) for an
elementα ∈ Am, we find the polynomialδ(x) = ∑

s−2
i=0 fi(α)xi

from the set ofs − 1 valuesδ(β) = fa(β), β ∈ Am\{α}.
Clearly the lost symbol isfa(α) = δ(α), and the locality
property follows.

To estimate the value of the code distance consider the
following modification of Construction 5.

Construction 6:Let F be a finite field, and letA ⊂ F

be a subset such that|A| = n, n mod(r + 1) = s 6= 0, 1.
Assume also thatk + 1 is divisible by r (this assumption is
nonessential).

Let A be a partition ofA into m subsetsA1, . . . , Am of
sizes as in Construction 5. Letg(x) be a polynomial of degree
r + 1, such that its powers1, g, ..., gm−1 span the algebra
FA[x]. W.l.o.g. we can assume thatg vanishes on the set
Am, otherwise one can take the powers of the polynomial
g(x)− g(Am) as the basis for the algebra.

Let a = (a0, ..., ar−1) ∈ F
k be the input information vector,

such that eachai for i 6= s− 1 is a vector of length(k + 1)/r

andas−1 is of lengthk+1
r − 1. Define the encoding polynomial

fa(x) =
s−2

∑
i=0

k+1
r −1

∑
j=0

ai,jg(x)jxi +

k+1
r −1

∑
j=1

as−1,jg(x)jxs−1

+
r−1

∑
i=s

k+1
r −1

∑
j=0

ai,jg
j(x)xi−shAm(x). (30)

The code is defined as the set of evaluations offa(x), a ∈
F

k.
Theorem 5.2:The code given by Construction 6 is an

(n, k, r) LRC code with minimum distance satisfying

d ≥ n − k −
⌈ k

r

⌉

+ 1. (31)

Note that the designed minimum distance in (31) is at most
one less than the maximum possible value.

Proof: Note that the encoding is linear and the encoding
polynomial in (30) is of degree at most

( k + 1

r
− 1

)

(r + 1) + (r − 1)

= k + 1 − r +
k + 1

r
− 1 + r − 1 = k +

⌈ k

r

⌉

− 1.

The bound (31) follows. The locality property follows sim-
ilarly to Construction 5. Indeed, if the symbolfa(α) for
α ∈ Am is to be recovered, we need to find a polynomial
of degree at mosts − 2 from s − 1 interpolation points.

Remark:[9, Cor. 10] shows that(n, k, r) LRC codes whose
distance meets the bound (2) do not exist wheneverr divides
k and

0 < n − k(r + 1)

r
< r + 1. (32)

(There is no contradiction with Construction 1 which assumes
in addition that(r + 1)|n since these two divisibility condi-
tions imply that the inequalities in (32) cannot be simultane-
ously satisfied.) In the case thatr|k and these inequalities are
satisfied, the best bound is at least one less than (2), which
implies that the codes discussed in Theorem 5.2 are optimal
for the considered values ofr, k, andn.

B. LRC codes as Redundant Residue Codes

So far in this paper we have discussed the problem of
recovering the lost symbol of the codeword by accessing a
specific subset ofr other symbols. We presented a construction
of optimal LRC codes with this functionality and several of
its modifications. Of course, in order to locally recover a lost
symbol, all ther other symbols must be accessible. Having
in mind the distributed storage application, we argue that this
may not always be the case, for instance, if the symbols of the
codeword are distributed across a network, and some nodes of
the network become temporarily inaccessible. For this reason,
in this section we consider a general method of constructing
(n, k, r) LRC codes such that every symbol is contained in an
MDS local code witharbitrary parameters.
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More formally, for an integert let n1, ..., nt andk1, ..., kt be
two sequences of integers that satisfy

k ≤ ∑
i

ki, n = ∑
i

ni andki ≤ ni for any i.

We will construct a code such that its symbols can be
partitioned intot codesCi, and eachCi is an (ni, ki) MDS
code. The idea of the construction in this section is similarto
the description of Reed-Solomon codes as redundant residue
codes [14, Sect. 10.9] which relies on the Chinese Remainder
Theorem.

Chinese Remainder Theorem:Let G1(x), ..., Gt(x) ∈ F[x]
be pairwise coprime polynomials, then for anyt polynomials
M1(x), . . . , Mt(x) ∈ F[x] there exists a unique polynomial
f (x) of degree less than∑i deg(Gi), such that

f (x) ≡ Mi(x)modGi(x) for all i = 1, . . . , t.

Construction 7:Let A ⊂ F, |A| = n be a subset of points,
and letA = {A1, ..., At} be a partition ofA such that|Ai| =
ni, i = 1, . . . , t. Let Ψ be an injective mapping

Ψ :Fk → Fk1
[x]× ... ×Fkt

[x]

a 7→ (M1(x), . . . , Mt(x)),

whereFki
[x] is the space of polynomials of degree less than

ki, i = 1, . . . , t. Let

Gi(x) = ∏
a∈Ai

(x − a), i = 1, . . . , t

be the annihilator polynomial of the subsetAi. Clearly the
polynomialsGi(x) are pairwise coprime.

For a message vectora ∈ F
k define the encoding polyno-

mial fa(x) to be the unique polynomial of degree less thann
that satisfies

fa(x) ≡ Mi(x)modGi(x).

Finally, the code is defined as the image of the evaluation map
(6) for the set of message vectorsF

k.
Theorem 5.3:Construction 7 constructs an(n, k) LRC code

with t disjoint local codesCi, where eachCi is an(ni, ki) MDS
code.

Proof: Since each codeword is an evaluation atn points
of a polynomial of degree less thann, the weight of each
nonzero codeword is at least one, and the code defined by the
construction is indeed an injective mapping ofF

k to F
n.

Consider the setAi, i = 1, . . . , t in the partition and note
that by the construction, there exists a polynomialh such that

fa(x) = h(x)Gi(x) + Mi(x).

This implies that f (α) = Mi(α) for any α in Ai. In other
words, the restriction of the codeword( fa(α), α ∈ A) to the
subset of locations corresponding toAi can be viewed as an
evaluation of a polynomial of degree less thanki at ni points.
Therefore, the vectors( fa(α), α ∈ Ai) form an (ni, ki) MDS
code for alli = 1, . . . , t.

The distance of the code constructed using the method
discussed here is at leastmin1≤i≤t(ni − ki + 1). It is easy
to see that Construction 2 and Construction 1 are special

cases of Construction 7, where each local code is an(r + 1, r)
MDS code. Note also that Construction 7 provides significant
flexibility, allowing one to combine arbitrary local MDS codes
into an LRC code.

C. (r + ρ − 1, r) Local MDS Codes

The construction considered in this section is a special case
of the general construction of the previous section in whichall
the local codes have the same parameters. More specifically,
we consider LRC codes in which the set of coordinates is
partitioned into several subsets of cardinalityr + ρ − 1 in
which every local code is an(r + ρ − 1, r) MDS code, where
ρ ≥ 3. Under this definition, any symbol of the codeword is
a function of anyr out of ther + ρ − 2 symbols, increasing
the chances of successful recovery. Such codes will be called
(n, k, r, ρ) LRC codes, wheren is the block length andk is the
code dimension (here we confine ourselves to the case of linear
codes). Kamath et al. [12] generalized the upper bound (2) to
(n, k, r, ρ) LRC codes, showing that the minimum distanced
satisfies

d ≤ n − k + 1 −
(⌈ k

r

⌉

− 1
)

(ρ − 1). (33)

As before, we will say that the LRC code is optimal if its
minimum distance attains this bound with equality.

We assume thatn|(r + ρ − 1) and r|k, although the latter
constraint is again unessential. The following construction
is described for the case of linear codes, generalizing Con-
struction 1. It is also possible to extend the more general
Construction 2 to the case at hand, however we will not include
the details.

Construction 8:Let A = {A1, . . . , Am}, m = n/(r + ρ −
1) be a partition of the setA ⊂ F, |A| = n, such that
|Ai| = r + ρ − 1, 1 ≤ i ≤ m. Let g ∈ F[x] be a polynomial
of degreer + ρ − 1 that is constant on each of the setsAi.
The polynomials1, g, ..., gm−1 span the algebraFA[x], see
Proposition 3.5 part (3). For an information vectora ∈ F

k

define the encoding polynomial

fa(x) =
k−1+( k

r −1)(ρ−1)

∑
i=0

i mod(r+ρ−1)=0,1,...,r−1

aig(x)
⌊ i

r+ρ−1 ⌋xi mod(r+ρ−1).

(34)
The code is the image ofFk under the evaluation map, see

(6).
We note that the polynomialfa(x) can be also represented

in the form analogous to (4). Indeed, leta = (a0, ..., ar−1) ∈
F

k, where eachai = (ai,0, ..., a
i, k

r −1
) is a vector of lengthk/r.

For i = 0, ..., r − 1 define

fi(x) =

k
r −1

∑
j=0

aijg(x)j,

then (34) becomes

fa(x) =
r−1

∑
i=0

fi(x)xi,
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Theorem 5.4:Construction 8 yields an optimal(n, k, r, ρ)
LRC code.

Proof: Since the degree of the encoding polynomial
satisfiesdeg( fa) ≤ k − 1+ (⌈ k

r ⌉ − 1)(ρ− 1) and the code is
linear, we conclude that the bound on the code distance in (33)
is achieved with equality. The local recoverability property
follows similarly to Theorem 3.1. Indeed, suppose that the
erased symbol isfa(α) for someα in Ai. The restriction offa

to the setAi is a polynomial of degree at mostr − 1. At the
same time,|Ai\{α}| = r + ρ − 2, so fa can be reconstructed
from any r of its values on the locations inAi. The theorem
is proved.

VI. CONCLUSIONS

In this paper we constructed codes that meet the Singleton-
like bound (2) on the minimum distanced for any value
of the locality parameterr, 1 < r < k. The codes form a
natural generalization of Reed-Solomon codes, which takes
the locality condition into account. We also extended the main
construction to codes with multiple independent recovering
sets so that the lost symbol can be corrected by accessing
several differentr-subsets of the codeword coordinates.

In regards to future research directions related to the code
family studied here, we mention correction of up to⌊ d−1

2 ⌋
errors with these codes using algebraic decoding algorithms,
as well as generalizations of our constructions to algebraic
geometric codes.

APPENDIX

PROOF OFTHEOREM 2.1

We will use the following theorem which is a slight mod-
ification of the well-known Turán theorem on the size of the
maximal independent set in a graph.

Theorem A.1:Let G be a directed graph onn vertices, then
there exists an induced directed acyclic subgraph ofG on at
least

n

1 + 1
n ∑i dout

i

vertices, wheredout
i is the outgoing degree of vertexi.

Proof: We follow the proof of the undirected version of
this result that appears in [1, pp.95-96]. Choose uniformlya
total orderingπ on the set of vertices[n], and letU ⊆ [n] be
a subset of vertices defined as follows: A vertexi belongs toU
iff for any outgoing edge fromi to some vertexj, π(i) < π(j).
The induced subgraph ofG on U is a directed acyclic graph,
since if i1, ..., im is a cycle whereij ∈ U then

π(i1) < π(i2) < ... < π(im) < π(i1),

and we get a contradiction. LetX = |U| be the size ofU,
and letXi be the indicator random variable fori ∈ U. Clearly
X = ∑i Xi and for eachi

E(Xi) = P(i ∈ U) =
dout

i !

(1 + dout
i )!

=
1

1 + dout
i

.

Using the inequality between the arithmetic mean and the
harmonic mean, we obtain

E(X) = ∑
i

1

1 + dout
i

≥ n

1 +
∑i dout

i
n

.

Therefore there exists a specific orderingπ with

|U| ≥ n

1 +
∑i dout

i
n

.

Proof: (of Theorem 2.1) Consider a directed graphG
whose vertex set is the set of coordinates[n] of C, and there
is a directed edge fromi to j iff j ∈ Ii. Since the code has
locality r, the outgoing degree of each vertex is at mostr,
and by Theorem A.1G contains an induced directed acyclic
subgraphGU on the set of verticesU, where

|U| ≥ n

r + 1
. (35)

Let i be a coordinate inGU without outgoing edges, then it is
clear that coordinatei is a function of the coordinates[n]\U.
Continuing with this argument, consider the induced subgraph
of G on U\i. Clearly it is also a directed acyclic graph. Leti′

be another coordinate without outgoing edges inGU\i, which
means that coordinatei′ is a function of the coordinates[n]\U.
Iterating this argument, we conclude that any coordinatei ∈ U
is a function of the coordinates[n]\U.

This means that we have found at least|U| ≥ n
r+1 coordi-

nates that are redundant. Therefore, the number of information
coordinatesk is at mostrn/(r + 1), as claimed.

For the second part note that the minimum distance of the
code can be defined as follows:

d = n − max
I⊆[n]

{|I| : |CI | < qk}. (36)

Consider a subsetU′ ⊆ U of size |U′| = ⌊ k−1
r ⌋. Such a

subset exists because using (1) and (35) we have

|U| ≥ n

r + 1
≥ k

r
≥

⌊ k − 1

r

⌋

.

Clearly the induced subgraph ofG on U′ is a directed acyclic
graph. LetN be the set of coordinates in[n]\U′ that have at
least one incoming edge from a coordinate inU′. Note that

|N| ≤ r|U′| = r
⌊ k − 1

r

⌋

≤ k − 1,

and that each coordinate inU′ is a function of the coordinates
in N. Let N′ be a (k − 1)-element set formed by the union
of N with arbitrary k − 1 − |N| coordinates from the set
[n]\(N ∪ N′). Hence

|CN′∪U′ | = |CN′ | ≤ qk−1,

and |N′ ∪ U′| = k − 1 + ⌊ k−1
r ⌋. Then we conclude that

max
I⊆[n]

{|I| : |CI | < qk} ≥ k − 1 +

⌊

k − 1

r

⌋

,

and, using (36),

d ≤ n −
(

k − 1 +

⌊

k − 1

r

⌋

)

= n − k −
⌈

k

r

⌉

+ 2.
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